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This short note is dedicated to a small result in the analysis of adiabatic quantum algorithms (AQC), the
Nullspace Projection Lemma. Let m,n ∈ N≥1 and N := 2n throughout.

Recap on AQC Recall the basic notions from AQC. In a very simple generic framework, we may specify
AQC using the following parameters:

• n: Number of qubits.
• H0 ∈ H(N): Initial Hamiltonian.
• H1 ∈ H(N): Final Hamiltonian.
• |ψ0〉 ∈ S(CN ): Initial state, a ground state of H0.
• H : [0, 1] → H(N): Hamiltonian path with H(0) = H0 and H(1) = H1.

There are further parameters such as an employed schedule or incorporated catalyst Hamiltonians. We
treat the quantum system as a pair in S(CN ) × H(N). The standard literature has not yet explicitely
discussed the requirements on which |ψ0〉 and H0 can be chosen initially for the ground state of/and the
initial Hamiltonian. Based on the current state of the art, we propose the following reasonable convention.

Proposal: For an AQC algorithm to be efficiently initialized, the choice for the initial ground state of an
AQC algorithm has to be efficiently computable in the gate-based quantum computing (GQC) model.

I will further elaborate on this proposal in my current Master thesis. H1 can be chosen arbitrarily, but it
should be chosen, s.t. we Following the work by Aharonov et al., the cost of an adiabatic algorithm may be
defined by

tf max ‖H‖,(1)

where tf ∈ R≥0 is the required evolution time to reach a ground state of H1 from |ψ0〉. A bound on tf is the
main question when analyzing an AQC algorithm. It may be obtained using the rigorous adiabatic theorem,
however, the required values at a time point s ∈ [0, 1] for computing the bound are:

• The ground energy dimension m : [0, 1] → N.
• ‖H‖ , ‖Ḣ‖ and ‖Ḧ‖ .
• The ground state gap ∆.

The Basic Spectra Problem We will focus on the ground state gap in these notes, as the analysis of it
often poses the biggest issue. ∆ is defined to be the distance between the two lowest eigenvalues of H. In
many proposed AQC algorithms, H is the linear interpolation

H(s) = (1− s)H0 + sH1.(2)

The spectra σ(H0) and σ(H1) are often known in advance when designing the algorithm, as we may use a
standard choice for H0 and specifically choose H1 as to it encoding the computational problem. Notice, that
H(s) for a fixed s ∈ [0, 1] is a sum of Hamiltonians. Thus, we derive the following problem.

General Research Problem. Given Hamiltonians H0 and H1, what is the spectrum σ(H0 +H1)?

Alternatively, we may rephrase the problem to only focus on the gap ∆, thus on the first two lowest eigen-
values. Notice however, that this version also gives the norm ‖H‖.

This problem, when σ(H0) and σ(H1) are known, is also known as Horn’s Problem, initially formulated in
1962 [1], and has deep connections in almost every field of mathematics, including discrete and algebraic
geometry, as well as partial differential equations and control theory. There even were results before Horn’s
work, e.g. Weyl’s inequalities from 19121 [2] [3, p. 3] and others. For an overview see the surveys [3–5]. In
connection to this, Horn’s conjecture was later formulated and proven by Klyachko [6] using techniques from
multilinear algebra and algebraic geometry.

1With an application to first results from Quantum Mechanics.
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Definition 1 (Consistent Triples [4, pp. 290-291]). A list triple (f, g, h) ∈ ([1, n]mN )3 is called a consistent
(m,n)-triple, if the following recurrence relations are obeyed.

1. For m = 1, f1 + g1 = h1 + 1.
2. For m > 1,

m∑
i=1

fi +

m∑
i=1

gi =

m∑
i=1

hi +
m(m+ 1)

2
and(3)

k∑
i=1

fpi
+

k∑
i=1

gqi =

k∑
i=1

hri +
k(k + 1)

2
∀ k ∈ [1,m− 1]N and consistent (k,m)-triples (p, q, r).(4)

Furthermore, let Tn
m ⊆ ([1, n]mN )3 be the set of all consistent (m,n)-triples.

Based on this definition, we may formulate a notion of a consistent polyhedron, but we will only display the
associated theorem without proof here.

Theorem 1 (Horn’s Conjecture [4, p. 291] [6]). Given Hermitian matrices A,B ∈ H(n), known weakly
decreasing-ordered spectra σ(A) = {αi}i∈[1,n] and σ(B) = {βi}i∈[1,n], as well as the unknown weakly
decreasing-ordered spectrum σ(A+B) = {γi}i∈[1,n], we have

m∑
i=1

γhi
≤

m∑
i=1

αfi +

m∑
i=1

βgi(5)

for (f, g, h) ∈ Tn
m for m ∈ [1, n]N with equality for m = n.

Horn’s conjecture, or, as it may be called, Horn’s theorem, thus addresses the general research problem we
formulated. However, determining consistent triples seems rather difficult due to the nature of its recursive
definition. Also, Horn’s conjecture does not precisely solve the problem of determining the spectrum of a
Hermitian sum based on the known spectra, rather it gives a set of inequalities for them. The inequalities
themselve induce an n-dimensional polyhedron, where each point on the polyhedron gives a possible spec-
trum. Solving the given set of inequalities can also be very complicated due to the size of the associated
systems. In the AQC situation, the number of energies is generall exponential, so a direct computation of
solutions to the inequalities is infeasible. Yet for some complicated AQC algorithms, it might be useful to
consider them. Horn’s conjecture is the state of the art, although in a different sense as described in the
next lines, and it is currently not known, whether the spectrum can be determined precisely.

We consider only one special case of Horn’s conjecture. For m = 1, it states

γn ≤ α1 + βn,(6)

as (1, n, n) ∈ Tn
1 . If A is constant and D diagonal, this becomes

γn ≤ nc+ d1(7)

for the constant c ∈ C of A and the lowest diagonal value d1 ∈ R of D. At the same time, I am currently
investigating this general problem, and I have obtained the result

d1 ≤ γn ≤ d1 + d2
2

,(8)

where d2 6= d1 is the second biggest diagonal value, which I will address in a future talk. This example also
shows, that Horn’s conjecture may be state of the art, but it does not give very precise bounds in some cases.
It is rather state of the art in the sense, that it gives the most geometric insight about the spectrum of a
Hermitian sum, and that it is the most important result proven in recent years.
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The Nullspace Projection Lemma However, as per usual with such problems, all hope is not lost when
considering special cases. In my research, I am currently focusing on such bounds for special AQC algorithm
designs. One such special situation is considered in the Nullspace Projection Lemma. Initially formulated in
a large paper by Childs, Gosset and Webb regarding the QMA-Completeness of the Bose-Hubbard model, a
model from solid-state physics for understanding interaction between Bosons on a lattice [7], axiomatizing a
previous result by Wei, Mosca and Nayak [8], the Lemma initially remained largely unknown. The landmark
survey for the field of AQC by Albash and Lidar picked the Lemma up again [9, p. 20] as a possible general
method for more easily bounding the complexity of AQC algorithms. Albash and Lidar also marked the
Lemma as “interesting in its own right”. Childs, Gosset and Webb also remark, that the Lemma, in the
quantum complexity-theoretic specific situation it was applied in, helped avoid more complicated techniques
from perturbation theory [7, p. 3].
In the following, we present the statement and proof by Childs, Gosset and Webb. First, a few notes on the
presentation here. The original statement does not explicitely restrict the Hilbert spaces, but for the bounds
presented to hold, a minimal eigenvalue must exist. To avoid axiomatizing this, we restrict the situation
to the finite-dimensional Hilbert space CN common in quantum computing. We further define γ(H ′) for a
Hamiltonian H ′ ∈ H(N) to be the lowest nonzero eigenvalue of the operator.

Lemma 2. Let

H ′ =:

(
v w∗

w y

)
∈ H(2)(9)

be a Hamiltonian. If H ′ is positive-semidefinite, then vy − |w|2 ≥ 0.

Proof. Since H ′ is positive-semidefinite, we first have v = 〈0|H ′ |0〉 ≥ 0 and y = 〈1|H ′ |1〉 ≥ 0 by definition.
We then directly get the eigenvalue equation

λ± =
v + y

2
±

√(
v + y

2

)2

− (vy − |w|2)(10)

For positive-semidefiniteness to hold, it must be, that λ± ≥ 0. λ+ ≥ 0 by the preceding observation. For
λ−, we observe

λ− ≥ 0 ;
(
v + y

2

)2

≥
(
v + y

2

)2

− (vy − |w|2) ; vy − |w|2 ≥ 0,(11)

as claimed. ■
Theorem 3 (Nullspace Projection Lemma [7, p. 73]). Let H0,H1 ∈ H(N) be positive-semidefinite. Suppose
S := ker(H0) 6= ∅ and let c, d ∈ R>0, s.t.

γ(H1|SS) ≥ c > 0 and γ(H0) ≥ d > 0.(12)
Then

γ(H0 +H1) ≥
cd

c+ d+ ‖H1‖
.(13)

The Nullspace Projection Lemma thus gives a direct lower bound on the smallest eigenvalue of a Hermitian
sum. The criteria are rather straightforward, so we may directly use it for the general research problem
presented initially. Figure 1 illustrates the Lemma for a concrete example, showing that we may directly
observe the statement.

Proof [7, p. 74]. We directly obtain H0,H1 6= 0 and γ(H0 + H1) > 0, as γ(H1|S) > 0 and γ(H0|S) = 0.
Let |ψ〉 ∈ eigγ(H0+H1)

(H0 +H1) be a ground state of the Hamiltonian sum. Using the associated Rayleigh
quotient and the corresponding energy characterizations [10, pp. 234-235], this may also be expressed as

〈ψ| (H0 +H1) |ψ〉 = γ(H0 +H1)(14)
and also

〈ψ| (H0 +H1) |ψ〉 = 〈ψ|H0 |ψ〉+ 〈ψ|H1 |ψ〉(15)
Let ΠS be the eigenprojector onto S.
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Figure 1. Contour plots of the maps [−4, 4]2 → R defined by x 7→ x⊥H0x, x 7→ x⊥H1x
and x 7→ x⊥(H0 + H1)x, where n = 1, H0 = |ϕ〉〈ϕ| for |ϕ〉 = H |0〉 and H1 = E2. The
contour plot shows the actions of the matrices on their respective eigenspaces. Especially,
the changes on the nullspace S show the way H1 perturbs the spectrum, following the
Nullspace Projection Lemma: γ(H0) is achieved in S, but by adding H1 with a nonzero
action on S, the lowest eigenvalue is decreased. Yet, γ(H1|SS) ≥ c > 0 does not give the
decrease directly, but it is by a value lower than c, as d/(c + d + ‖H1‖) ∈ (0, 1) and as
signified by the “stretching effect”, observable in the third contour plot, of the associated
action of H0 +H1 on S: γ(H0 +H1) < γ(H1|SS).

Case 1. ΠS |ψ〉 = 0. Then there is no information to be gained from a part of |ψ〉 in S. As H1 is positive-
semidefinite, we obtain by definition 〈ψ|H1 |ψ〉 ≥ 0, so the target inequality

γ(H0 +H1) = 〈ψ| (H0 +H1) |ψ〉 ≥ 〈ψ|H0 |ψ〉 ≥ γ(H0) ≥ d >
cd

c+ d+ ‖H1‖
(16)

is obtained, as c/(c+ d+ ‖H1‖) ∈ (0, 1).

Case 2. ΠS |ψ〉 6= 0. Then |ψ〉 ∈ span{|a〉 , |a⊥〉} =: S′, omitting the outer parantheses, for some fixed |a〉 ∈ S
and |a⊥〉 ∈ S⊥ due to orthonormal decomposition. The proof can thus first be reduced to determining to a
bound of γ(H0 +H1) in this induced subspace, we then argue about the validity over all of CN .
We determine the action of H0+H1 on the two-dimensional subspace S′. Observe EN |S′

S′ = |a〉〈a|+ |a⊥〉〈a⊥|
and (H0 +H1) |a〉 = H1 |a〉. This gives rise to the computations:

(|a〉〈a|+ |a⊥〉〈a⊥|)H1 |a〉 = 〈a|H1 |a〉︸ ︷︷ ︸
=:v

|a〉+ 〈a⊥|H1 |a〉︸ ︷︷ ︸
=:w

|a⊥〉(17)

(|a〉〈a|+ |a⊥〉〈a⊥|)(H0 +H1) |a⊥〉 = 〈a|H0 |a⊥〉︸ ︷︷ ︸
=(H0|a⟩)⊥|a⊥⟩=0

|a〉+ 〈a⊥|H0 |a⊥〉︸ ︷︷ ︸
=:x

|a⊥〉(18)

+ 〈a|H1 |a⊥〉︸ ︷︷ ︸
=w∗

|a〉+ 〈a⊥|H1 |a⊥〉︸ ︷︷ ︸
=:y

|a⊥〉(19)

In the following, identify H0 +H1 with (H0 +H1)|S
′

S′ . This gives

H0 +H1 =

(
v w∗

w x+ y

)
.(20)

As H0 and H1 are Hermitian, we have v, x, y ≥ 0. Thus, H0 +H1 ∈ H(2) also in the restriction to S′. We
compute the necessary eigenvalues using the Sarrus rule, giving the equation

det((H0 +H1)− λE2) = (v − λ)(x+ y − λ)− |w|2(21)
= λ2 − (v + x+ y)λ+ v(x+ y)− |w|2 = 0(22)
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and the solutions

λ± =
v + x+ y

2
±
√
v + x+ y

4
− v(x+ y) + |w|2.(23)

We now have, that γ(H0 +H1) = λ−, so we consider the final bounds:

γ(H0 +H1) =
v + x+ y

2

(
1−

√
1− 4(v(x+ y)− |w|2)

(v + x+ y)2

)
(24)

(1)

≥ v + x+ y

2

(
1−

√
1− 4vx

(v + x+ y)2

)
(25)

(2)

≥ vx

v + x+ y
=

1
1
v + 1

x + y
vx

(26)

(3)

≥ cd

c+ d+ ‖H1‖
(27)

(1) Consider the action of H1 on S′ in the same way as we did for H0 +H1. This yields

H1 =

(
v w∗

w y

)
(28)

As H1 is also positive-semidefinite in its restriction, we by Lemma 2 obtain, that vy − |w|2 ≥ 0. The
associated term in the square root is strictly monotonically descending, giving the inequality.
(2) Since

√
1− x ≤ 1− x

2 for x ∈ [−1, 1] [11, pp. 285-286].
(3) We have three inequalities. First, |a〉 ∈ S, so v = 〈a|H1 |a〉 ≥ γ(H1|S), as |a〉 ∈ S. Second, x =
〈a⊥|H0 |a⊥〉 ≥ γ(H0). Third, y ≤ ‖H1‖. All three are based on [10, pp. 234-235]. The term is strictly
monotonically ascending in v and x, and strictly monotonically descending in y, allowing the resulting bound.

The preceding argument can now be applied with arbitrary choices of |a⊥〉, covering CN in the form

CN =
⋃

|a⊥⟩∈S(CN )

|a⊥⟩⊥|a⟩

span{|a〉 , |a⊥〉},(29)

giving the statement. ■

We make the following remarks.
• I may note that I initially had trouble with the validity of the proof because of the reduction to the two-
dimensional subspace with a fixed orthonormal decomposition. The argument at the end gives the validity
and works in many such applications of this proof technique, take for instance the standard runtime proof
for the adiabatic Grover algorithm [9, pp. 8-10].
• There is a mistake in the proof as presented in the original paper. |ϕ〉 ∈ ker(H0 + H1) does not imply
|ϕ〉 ∈ S. See e.g. H0 = − |0〉〈0| and H1 = E2. Then |0〉 ∈ ker(H0 +H1), as H0 +H1 = |1〉〈1|, but |0〉 /∈ S.
Additionally, this leads onto a small paragraph ending with a Rayleigh quotient formula in the second line
before equation (E.3), which is never used. These claimed facts are never used either.
• The well-definedness of the solutions in Equation (23) implies multiple inequalities.
Furthermore, we observe, that switching the order of H0 and H1 in the original statement makes the use for
AQC algorithms easier, as H0 is usually seen as the target Hamiltonian to evolve to in the AQC algorithm.
H1 should be the initial Hamiltonian, as its adjustment may lead to a better bound of the lowest eigenvalue
of the Hermitian sum. We thus state the same Lemma again with switched symbols.

Theorem 4 (Nullspace Projection Lemma (Alternative Formulation) [7, p. 73]). Let H0,H1 ∈ H(N) be
positive-semidefinite. Suppose S := ker(H1) 6= ∅ and let c, d ∈ R>0, s.t.

γ(H1|SS) ≥ c > 0 and γ(H1) ≥ d > 0.(30)
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Then

γ(H0 +H1) ≥
cd

c+ d+ ‖H0‖
.(31)

Application In the following, we apply the Nullspace Projection Lemma to the adiabatic Grover algorithm
[9, pp. 8-10] to demonstrate its practicability on one example. We use the following adjusted setting: We
seek an element m ∈ [0, N − 1]N encoded in the final Hamiltonian of the path

H(s) := (1− s)(EN − |ϕ〉〈ϕ|) + s(2EN − |m〉〈m|) =: (1− s)H0 + sH1(32)

with |ϕ〉 := H⊗n |0〉⊗n. We wish to use the alternative formulation of the Nullspace Projection Lemma. We
have the spectra σ(H0) = {0, 1} and σ(H1) = {1, 2}, as well as the nullspace S = span{|m〉}. H0 |m〉 =
|m〉 − 1√

N
|ϕ〉, so we have σ(H0|SS) = {1− 1

N }. Plugging c := 1− 1
N and d := 1, as well as ‖H0‖ = 1 into the

Nullspace Projection Lemma, we obtain for any time point s ∈ (0, 1)

γ(H(s)) ≥
(1− s)

(
1− 1

N

)
s

(1− s)
(
1− 1

N

)
+ s+ 1

=
s

1 + (s+1)N
(1−s)(N−1)

> s,(33)

as σ(αH ′) = ασ(H ′) for any Hamiltonian H ′ ∈ H(N) and α ∈ R.
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